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Abstract—This paper presents the first detailed methodology for the accurate evaluation of high-frequency impedance of graphene-based structures relevant to on-chip interconnect and inductor applications. Going beyond the simplifying assumptions of Ohm’s law, the effects of electric-field variation within a mean free path and current dependency on the nonlocal electric-field are taken into account to accurately capture the high-frequency behavior of graphene ribbons (GRs). At the same time, a simplified approach that may be adopted at lower frequencies is also explained. Starting from the basic Boltzmann equation and combining with the unique dispersion relation for graphene in its hexagonal Brillouin zone, the current density across the GR structure is derived. First, a semi-infinite slab of GR is analyzed using the theory of Fourier integrals, which is followed by the development of a rigorous methodology for practical finite structures based on a self-consistent numerical calculation of the derived current density using the Green’s function approach.
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I. INTRODUCTION

GRAPHENE is considered a potential material for very large-scale integration (VLSI) interconnects [1]–[4] due to its unique properties, e.g., capability to conduct high current densities, high thermal conductivity [5], and long mean free path (MFP), which leads to large electrical conductance [6]. The detailed modeling of low-frequency conductance and delay analysis of graphene ribbons (GRs) have already been reported in a previous work [1]. As a prospective interconnect material, apart from performance analysis in terms of dc conductance and delay, a thorough investigation of the high-frequency effects of GRs is equally compelling. Note that the significant frequency is already > 60 GHz for the 45-nm technology [7]. Recently, it has been shown that carbon nanotubes (CNTs) can be very attractive for high-frequency applications such as on-chip inductor design due to their large magnetic relaxation time but also are more controllable from the fabrication point of view due to their planar structure. Thus, detailed analysis of the high-frequency behavior of GRs is highly desirable, and accurate modeling of the intricate processes occurring at high frequencies in GR is of absolute necessity.

II. ISSUES IN HIGH-FREQUENCY BEHAVIOR OF GR

The basic structure and orbitals of graphene are shown in Fig. 1. Graphene can be either monolayered or multilayered (doped or undoped). The focus of this paper will be on doped multilayer GRs, which are interesting for practical high-frequency applications such as interconnect and inductor design. The monolayer and undoped multilayer GRs have very high resistivity and are not of much interest for such applications [1]. The stage-2 AsF$_3$ intercalated GR (see Fig. 2) has been shown to have in-plane conductivity greater than that of Cu [1], [9], and hence, it is chosen as a representative case of doped GRs. Nevertheless, our methodology is also applicable to any other type of doping.
A. ASE and Ohm’s Law

The high-frequency effects in doped multilayer GRs, as shown in Fig. 2 [1], are very complicated and require serious consideration of various intricate processes as described in the following discussion. For high-frequency investigation, each GR layer cannot be treated as a single element with uniform electric field and current because of the current density redistribution within a GR layer due to the skin effect. Moreover, because of its large MFP, GR is susceptible to the anomalous skin effect (ASE). ASE occurs when the MFP becomes comparable to the skin depth [10]. When the MFP is much smaller compared to the skin depth, an electric field can be assumed to be constant within the MFP. This case results in current density being directly proportional to the electric field, with the constant of proportionality being the conductivity, and thus, the Ohm’s law is satisfied. However, when the skin depth becomes comparable to the MFP, the carriers can no longer be considered to be moving under the influence of a constant field between collisions, and the current at any point will also be influenced by values of the electric field at other points. This case renders the simplifying assumptions of Ohm’s law false and necessitates a more generic approach based on the Boltzmann equation.

To illustrate the aforementioned arguments, let us first consider a simplified structure of a semi-infinite slab of GRs. The height is taken to be infinite so that the z-dimensionality can safely be excluded from any consideration, whereas the width is kept semi-infinite to simplify the explanations yet not miss the vital points. In Fig. 3, the carrier transport mechanism in GR is explained.

In the following paragraphs, we start from the basic Boltzmann equation and highlight the condition under which Ohm’s law is valid and subsequently, in the next section, prove that this condition is not satisfied by GRs at high frequencies. Note that all equations that will be developed correspond to the electrons. However, because holes involve only sign changes and the final result remains unaltered, the model is equally valid, irrespective of whether electrons or holes are the majority carriers. Now, the distribution function for carriers is given by

\[ f = f_0 + f_1(v, r) \quad f_0 = \left(1 + \exp \frac{E - E_f}{K_BT} \right)^{-1} \]

where \( f_0 \) and \( f_1 \) are the equilibrium and nonequilibrium distribution functions, respectively, \( v \) is the velocity vector, \( r \) is the space vector, \( E_f \) is the Fermi level, \( K_B \) is the Boltzmann’s constant, and \( T \) is the temperature. The Boltzmann equation for the distribution function of the conduction electrons is given by

\[ v_\cdot \nabla f + \left( 1 + i \omega \tau \right) f_1 = \frac{e}{\hbar} \varepsilon \nabla_k f \]  \hspace{1cm} (2a)

Here, \( \varepsilon \) and \( k \) are the electric-field and wave vectors, respectively, \( \tau \) is the momentum relaxation time, \( \omega \) is the angular frequency, \( e \) is the electronic charge, and \( \hbar = h/2\pi \) where \( h \) is the Planck’s constant. The electric field and the distribution function do not vary along the transport direction, i.e., \( y \). Hence, \( \partial f/\partial y \) reduces to zero. Moreover, because the dimension along \( z \)-direction is considered infinite, and \( \partial f/\partial z \) is negligible. Thus, the \( v_\cdot \nabla f \) term in (2a) reduces to \( v_x (\partial f/\partial x) \). Because the electric field is applied along the \( y \)-direction, only the \( y \)-directed term remains in the right-hand side (RHS) of (2a).

Hence, the 3-D Boltzmann equation reduces to

\[ v_x \frac{\partial f}{\partial x} + \left( 1 + i \omega \tau \right) f_1 = \frac{e}{\hbar} \varepsilon(x) \frac{\partial f}{\partial k_y}. \]  \hspace{1cm} (2b)

Here, \( v_x \) represents the component of velocity along the \( x \)-axis, and \( \varepsilon(x) \) is the \( y \)-directed electric field, which is a function of \( x \).

If we assume that the first term on the left hand side in (2b) can be neglected, we obtain the well-known Ohm’s law, and the equation for current density is given by (3) (readers are referred to [14] for details of the derivation method)

\[ J(x) = \frac{\sigma_{dc} \varepsilon(x)}{1 + i \omega \tau} \]  \hspace{1cm} (3)

where \( \sigma_{dc} \) is the dc conductivity.

Now, before we discuss the condition under which the assumption made to derive Ohm’s law is valid, we require a small discussion on the skin depth. For calculating the skin depth, first Maxwell’s equations given by (4a) can be used to relate the electric field to the current density [see (4b)] by eliminating magnetic-field terms and neglecting the displacement current

\[ \nabla \times H_0 = J + \frac{\partial D}{\partial t} \quad \nabla \times \varepsilon = -\mu \frac{\partial H_0}{\partial t} \]  \hspace{1cm} (4a)

\[ \frac{\partial^2 \varepsilon(x)}{\partial x^2} = i \mu_0 \omega J(x) \quad \mu_0 = 4\pi \times 10^{-7} \]  \hspace{1cm} (4b)

where \( J \) is the current density, \( D \) is the electric displacement field, and \( \mu \) is the permeability. The magnetic-field intensity is denoted by \( H_0 \) to distinguish it from the height of the GR structure, which is represented by \( H \).

Based on (3) and (4b), we can eliminate the current density term and the electric field can be solved as

\[ \varepsilon(x) = \varepsilon(0) \exp \left\{ \frac{-(1+i)x}{\delta'(1+i\omega\tau)} \right\} \text{ where } \delta' = \sqrt{\frac{2}{\omega \mu_0 \sigma}}. \]  \hspace{1cm} (5)
Then, the skin depth can be derived from (5) as

\[
\delta = \delta' \sqrt{1 + (\omega \tau)^2} \left[ \sqrt{1 + (\omega \tau)^2} - \omega \tau \right]
\]  

(6)

At low frequencies, the kinetic inductance (KI) term \(\omega \tau\) can be neglected, and hence, \(\delta \approx \delta'\).

Fig. 4 shows the variation of skin depth with frequency. The skin depth decreases as frequency is increased. Due to its lower conductivity value, the skin depth of the undoped GR is found to be much larger compared to Cu or doped GR.

It can be proven that the first term in (2b) can be neglected when the condition \(l/\delta' \ll (1 + \omega^2 \tau^2)^{3/4}\) is satisfied [12]. Here, \(l\) is the MFP given by \(l = v_f \tau\), where \(v_f\) is the Fermi velocity. Now, when the condition is not satisfied, Ohm’s law becomes invalid, and ASE creeps in. We call the ratio \(l/\delta' \approx (1 + \omega^2 \tau^2)^{-3/4}\) the critical ratio (CR). If the KI is neglected, the CR becomes simply \(l/\delta\). We can say that ASE becomes important when CR approaches unity.

B. ASE: GR Versus Cu and CNT

In the following discussion, we show why ASE is an issue at high frequencies in GRs but is not very critical for other interconnect materials such as Cu and CNTs.

In Fig. 5(a) and (b), CR without and with the KI is plotted for undoped GR, doped GR, and Cu. VLSI Cu is considered, because even for the wide global wires, the conductivity corresponds to that of the VLSI Cu, which is \(0.4545 \, (\mu \Omega \cdot \text{cm})^{-1}\) [15]. The lower conductivity of VLSI Cu compared to the bulk Cu is mainly due to grain boundary and surface scattering as well as the presence of a barrier layer. The values of \(v_f\) and \(\tau\) for Cu are \(1.57 \times 10^6\) m/s and \(2.5477 \times 10^{-14}\) s, respectively, [16]. The Fermi velocity of GR is given as \(v_f = \sqrt{3/\pi} \gamma \alpha / h\), where \(\gamma = 3\) eV is the overlap integral between nearest neighbor \(\pi\) orbitals, and \(\alpha = 0.246\) nm is the lattice constant [17]. To obtain the value of \(\tau\), we use the values of MFP that have been extracted from the experimental results of bulk graphite in [1], which takes into account the impact of layer-to-layer interactions that reduce the conductivity in multilayered GRs. For a neutral GR with an in-plane conductivity of \(0.026 \, (\mu \Omega \cdot \text{cm})^{-1}\) [18], layer spacing of 0.34 nm, and \(E_f = 0\), MFP is extracted to be 419 nm, whereas for the stage-2 AsF\(_5\) intercalated graphite with a hole volume concentration \((n_p)\) of \(4.6 \times 10^{20}\) cm\(^{-3}\), the in-plane conductivity of \(0.63 \, (\mu \Omega \cdot \text{cm})^{-1}\), average layer spacing \((s)\) between two adjacent graphene layers of 0.575 nm, and \(|E_f| = 0.60\) eV, MFP is extracted to be 1.03 \(\mu\)m. In [1], MFP is defined as \(l_d = v_f \tau_b\), where \(\tau_b\) is the backscattering time, which corresponds to the relaxation of momentum from \(P\) to \(-P\) and can be related to the momentum relaxation time \(\tau\) (corresponding to the relaxation from \(P\) to 0) as \(\tau_b = 2\tau\). Thus, \(\tau\) can be written as \(\tau = (l_d/2v_f)^{-1}\). The curves with KI show a peak with decay at both ends, but no such effect is observed in the plot without KI. The increase in CR at lower frequencies can be attributed to the decrease in skin depth, as shown in Fig. 4. However, at very high frequencies, KI dominates and causes the CR to again reduce due to the increase in the \(\omega \tau\) term. It is shown that the CR in doped GR increases much more rapidly compared to that of Cu, and this is because of the large MFP of GR. It is clear from the graphs that CR in Cu tends to one only at very high frequencies, whereas in doped GR, it cannot be neglected compared to one, even around 1 GHz. Thus, ASE needs to be considered for GR, even at much lower frequency ranges, whereas it will not be an issue in traditional metals such as Cu, except at very high frequencies (> 100 GHz). As we move toward even higher frequencies, the CR in doped GR is shown to rapidly decay due to its larger KI [see Fig. 5(b)]. ASE will not be a serious issue in undoped GR because of its smaller MFP and higher resistivity. Because monolayer GR has extremely high resistance, it will also not be susceptible to ASE.

 Readers may be inclined to think that CNT structures, which also enjoy a large MFP, should also be susceptible to ASE. However, it is not the case, as explained in the following discussion. In CNT bundles (see Fig. 6), the transport is 1-D, i.e., along the axis of the CNT, which is direction \(y\) in the figure, and only the MFP along this direction is large. The impedance from one CNT to another, i.e., the impedance in both \(x\)- and \(z\)-directions is very high, and thus, the MFP in these two directions is very small. Thus, any electric field and current distributions that take place along these directions have length scales that are much larger than the MFP within the frequency range of interest, and hence, ASE is not an issue in CNTs. Graphene, on the other hand, has large MFP not only in the transport direction, i.e., \(y\), but also along \(x\) (see Fig. 3), and hence, the distributions along the \(x\)-direction will be influenced by ASE. The layer-to-layer impedance in multilayer GRs is very high, and hence, there is no ASE in the \(z\)-direction.

Thus, the high-frequency analysis of GRs is much more involved compared to CNTs or traditional metals. The impedance extraction method developed for CNTs [8] is not applicable to GRs. A thorough quantitative analysis is required to accurately evaluate the high-frequency effects in GRs, with detailed investigation into the skin effects, but to the best of our knowledge, there is no report in the literature to this end. In this paper, for the first time, a rigorous investigation is carried out into the intricate high-frequency processes in GR structures,
and an accurate methodology is developed by considering all of the important effects. The developed model not only provides accurate evaluation of impedance at high frequencies but is also equally efficient at lower frequencies and in the calculation of exact values of the dc resistance.

III. IMPEDANCE MODELING OF GR

A. Semi-Infinite Slab

Because the condition for Ohm’s law is not valid for GRs at high frequencies, we need to derive the current density for GRs without the simplifying assumption of Ohm’s law. This approach is what we will implement in this section for a semi-infinite slab of GRs, and subsequently, using the derived current density, we show the calculation of the surface impedance.

Derivation of Current Density: As has been explained in the previous section, the \( x \) derivative of \( f \) cannot be neglected in the case of GRs. Hence, to accurately extract the impedance, we solve (2b), retaining all the terms. We can write

\[
\frac{\partial f}{\partial k_y} \approx \frac{\partial f_0}{\partial E} \frac{\partial k}{\partial k_y},
\]

where \( f_0 \) is the equilibrium function and \( f_1 \) is the nonequilibrium function. Now, using (7) and \( \partial k/\partial k_y = \sin \theta \), we finally obtain the following equation:

\[
v_x \frac{\partial f_1}{\partial x} + \left( 1 + i\omega \tau \right) \tau f_1 = e v_y \epsilon(x) \frac{\partial f_0}{\partial E}.
\] (8)

The general solution to the differential equation given by (8) is

\[
f_1 = \exp \left( - \frac{(1 + i\omega \tau) x}{\tau v_x} \right)
\]

\[
\times \left\{ F(v) + \frac{e}{v_x \epsilon(x)} \int_0^x v_y \epsilon(t) \exp \left( \frac{(1 + i\omega \tau) t}{\tau v_x} \right) dt \right\}
\] (9)

where \( F(v) \) is a function of velocity \( v \), which can be solved from the boundary conditions. The inclusion of electric field within the integral takes into account that the distribution function at any point is not a local function of the electric field at that point but also includes other points, which is absolutely essential for the treatment of ASE. The boundary condition for
Substituting the expression for $f_1$ based on (10) and (12) and solving (13d) using (7), the current density can be expressed as

$$J(x) = \frac{2e^2 E_f}{\pi^2 \hbar^2 v_f s} \int_0^\infty g \left( \frac{x-t}{l} \right) \varepsilon(t) dt \quad \text{for } p = 0 \quad \text{(14a)}$$

$$= \frac{2e^2 E_f}{\pi^2 \hbar^2 v_f s} \int_{-\infty}^\infty g \left( \frac{x-t}{l} \right) \varepsilon(t) dt \quad \text{for } p = 1 \quad \text{(14b)}$$

where

$$g(u) = \frac{\pi/2}{\cos \theta} \exp \left\{ \frac{(1+i\omega \tau)|u|}{l \cos \theta} \right\} d\theta.$$

Detailed derivation of (14) based on (13d) is shown in the Appendix.

**Calculation of the Surface Impedance:** Now, using (4b) and substituting $u_1 = x/l$, $u_2 = t/l$ and defining the function $\xi(u_1) = \varepsilon(i u_1)$, we get

$$\xi''(u_1) = i \alpha \left\{ p \int_{-\infty}^\infty g(u_1 - u_2) \xi(u_2) du_2 + (1-p) \int_0^\infty g(u_1 - u_2) \xi(u_2) du_2 \right\} \quad \text{(15)}$$

where $\alpha = (2e^2 E_f \mu_0 \omega / \pi^2 \hbar^2 v_f s)$. Now, the surface impedance (at $x = 0$) can be calculated as

$$Z_S = \langle \varepsilon(0) \rangle / \int_0^\infty J(x) dx,$$

and using (4b), we get

$$Z_S = -i \mu_0 \omega \varepsilon(0) \varepsilon'(0) \quad \text{(16)}$$

which can also be written as

$$Z_S = -i \mu_0 \omega \xi(0) \xi'(0) \quad \text{(17)}$$

$(\xi(0)/\xi'(0))$ can be calculated from (15) by standard methods based on the theory of Fourier integrals. Readers are referred to [12] for details of the calculation method.

If the normal skin effect (NSE) and Ohm’s law were valid, the surface impedance could be calculated from (5) and (16) as

$$Z_S = \sqrt{\frac{\omega \mu_0}{2\sigma}} \left\{ \sqrt{\sqrt{(\omega \tau)^2 + 1 - \omega \tau} + i \sqrt{(\omega \tau)^2 + 1 + \omega \tau}} \right\} \quad \text{(18)}$$

Fig. 8(a) shows the variation of surface resistance with frequency for both $p = 0$ and $p = 1$, where ASE is taken into account, and the results are compared with the case of NSE. KI is neglected here for simplifying the current problem, because here, we are mainly interested in comparing NSE and ASE. We show the effect of KI in the more rigorous analysis of finite GR structures in the companion paper (part II) [20]. It can be observed that, at lower frequencies, all the curves merge together. However, at higher frequencies, the increase in resistance with ASE taken into account (for both $p = 0$ and $p = 1$) is greater than the case where ASE is neglected.
important point to note is that the resistance for NSE and the difference increases with frequency. Another
Fig. 8. (a) Surface resistance and (b) surface inductance of a semi-infinite slab of GR as a function of frequency.
important point to note is that the resistance for $p = 0$ is higher
than at $p = 1$, and the difference between the two also increases
as frequency is increased. The variation of surface inductance
with frequency is plotted in Fig. 8(b). The surface inductance
decreases as frequency is increased, because with the increase
in frequency, the current gets confined much more toward the
edges. In addition, the effect of ASE for $p = 0$ is found to be
more compared to that for $p = 1$. A detailed discussion on these
effects can be found in the companion paper [20].

B. Practical Structures

The GR structures relevant for high-frequency interconnect
and inductor designs have finite rectangular cross sections.
The dimensions chosen here are relevant for top global inter-
connects and high-frequency inductor design. Very small
dimensions ($W < 10$ nm) will show worse performance, as
already pointed out in [1], and hence are not considered in
this paper. Second, there is no impact of skin effect when the
dimensions are very small. Hence, the effective conductivity
for practical GRs, the electric field and current distribution will
be a function of both $x$ - and $z$-directions, hence, (15) and the
aforementioned standard procedure for the calculation of the
impedance will not be valid here. Therefore, in this section,
we present a model for calculating the impedance of finite GR
structures. First, we present a generic approach, which is valid
at all frequencies, followed by a simplified model, which may
be adopted at relatively lower frequencies.

Generic Approach: Although, now, the height is finite,
$v_z(\partial f/\partial z)$ can still be neglected, because the velocity along the
$z$-direction is negligible. Hence, the 3-D Boltzmann equation
basically reduces to the same form as in (8), and the distribution
function can be expressed by (9), with the only exception
that, in both the equations and in all subsequent equations,
the electric field is a function of both $x$ and $z$. The boundary
conditions for solving $F(v)$ are given by

$$f_1^+(v, x = W) = 0$$  \hspace{1cm} (19b)

for $p = 1$

$$f_1^+(v_x, v_y, v_z, x = 0) = f_1^-(-v_x, v_y, v_z, x = 0)$$ \hspace{1cm} (19c)

$$f_1^+(v_x, v_y, v_z, x = W) = f_1^-(v_x, v_y, v_z, x = W).$$ \hspace{1cm} (19d)

Based on the aforementioned boundary conditions, $f_1$ can be
solved as

$$f_1^+ = e \frac{\partial f_0}{\partial E} \int_0^x v_y \varepsilon(t, z)$$ \hspace{1cm} (20a)

$$\times \exp \left( -\frac{(1 + i\omega \tau)(x - t)}{\tau v_x} \right) dt$$

for $p = 0$

$$f_1^- = -e \frac{\partial f_0}{\partial E} \int_0^W v_y \varepsilon(t, z)$$ \hspace{1cm} (20b)

$$\times \exp \left( -\frac{(1 + i\omega \tau)(x - t)}{\tau v_x} \right) dt$$

for $p = 1$

$$f_1^+ = f_1^- = e \frac{\partial f_0}{\partial E}$$

$$\int_0^W v_y \varepsilon(t, z)$$

$$\times \left[ \exp \left( \frac{(1 + i\omega \tau)W}{\tau v_x} \right) - \exp \left( -\frac{(1 + i\omega \tau)W}{\tau v_x} \right) \right]$$

$$\times \exp \left( -\frac{(1 + i\omega \tau)(W + x - t)}{\tau v_x} \right) dt$$ \hspace{1cm} (20c)

$$\times \exp \left( -\frac{(1 + i\omega \tau)(x - t)}{\tau v_x} \right) dt.$$ Now, incorporating the expression for $f_1$ based on (20) in
(13d), the current density $J(x, z)$ across the GR structure is
calculated through numerical integration, with an initial guess
of the electric field. Then, Green’s function approach is used
to calculate the new electric-field distribution as explained in the following discussion. For this purpose, the GR structure is divided into several small filaments, as shown in Fig. 9. Self and mutual inductances are calculated for the filaments from which Green’s function is derived. The self inductance per unit length ($L_{\text{Self}}$ in microhenry per meter) of a filament is given by [21]

$$L_{\text{Self}} = 2 \ln (2L / \text{GMD}) - 1.25 + \text{AMD} / L + (\mu / 4) / T.$$  \hspace{1cm} (21)

Here, $L$ is the length, GMD and AMD are the geometric and arithmetic mean distances, respectively, for a single filament, $\mu$ is the permeability, and $T$ is the frequency-correction parameter, which equals 1 for a near-direct-current condition. The division of the GR structure is done in such a way that each filament has a square cross section, and the GMD for each single filament is given by 0.44705 times the side of a filament [21]. AMD, in this case, is defined as the average of all possible distances within a cross section of a filament, and it is numerically calculated.

Mutual inductance between different filaments can be calculated from the following equations:

$$Q_{jk} = \ln \left\{ \left( \frac{L}{d_{jk}} \right) + \left[ 1 + \left( \frac{L^2}{d_{jk}^2} \right) \right]^{1/2} \right\} - \left[ 1 + \left( \frac{d_{jk}^2}{L^2} \right) \right]^{1/2} + \left( \frac{d_{jk}}{L} \right)$$  \hspace{1cm} (22a)

$$M_{jk} = 0.2Q_{jk}.$$  \hspace{1cm} (22b)

Here, $Q_{jk}$ is the mutual inductance parameter, $M_{jk}$ is the mutual inductance per unit length (in microhenry per meter), and $d_{jk}$ is the distance between the centers of the two filaments considered, respectively. Note that the more accurate equation requires $d_{jk}$ substituted by $\text{GMD}_{jk}$, i.e., the geometric mean distance between the $j$th and $k$th filaments. However, because $\text{GMD}_{jk}$ is almost equal to $d_{jk}$, we will use $d_{jk}$ for simplicity. Green’s function is given by

$$G_{jk} = L_{\text{Self}} \text{ if } j = k$$

$$= M_{jk} \text{ otherwise.}$$  \hspace{1cm} (23)

The vector potential is calculated as

$$A_j = a_f \sum_k G_{jk} J_k.$$  \hspace{1cm} (24)

Here, $a_f$ is the cross-sectional area of a filament. The current and electric field in each filament is approximated by the values at the center of the respective filament, and $J_k$ represents the current density at the center of the $k$th filament.

The voltage drop across a filament $j$ can be expressed as

$$V_j = (\varepsilon_j + i \omega A_j) L.$$  \hspace{1cm} (25)

Because we are working with an initial guessed value of the electric field, the voltage drop across different filaments may be different. The average voltage drop $V_{\text{avg}}$ is calculated, and a new value of electric-field distribution is obtained from it. All the steps are then repeated with the new values of electric field, and iterations are continued until convergence is separately achieved for both the real and imaginary parts of the electric field. Finally, based on this self-consistent procedure, the impedance is obtained as

$$Z = \frac{V_{\text{avg}}}{a_f \sum_k J_k}.$$  \hspace{1cm} (26)

### Simplified Methodology

The aforementioned methodology is a very generic approach. However, when the MFP is much smaller compared to the skin depth or at lower frequencies, only NSE occurs, and some simplifying assumptions can be adopted for such cases. Ohm’s law remains valid, and the current density at any point can be assumed to depend only on the value of the electric field at that same point. Thus, in the equation for the nonequilibrium distribution function [see (9)], the electric field can be taken out of the integration, and this approach results in much simplified expressions for $f_1$. We have

$$f_1^+(v, x) = e^{-\tau v \gamma} \frac{\partial f_0}{\partial E} \times \left\{ 1 - (1 - p) \left( 1 - p \exp \left( -\frac{W}{\tau v_x} \right) \right)^{-1} \times \exp \left( -\frac{x}{\tau v_x} \right) \right\}.$$  \hspace{1cm} (27a)

$$f_1^-(v, x) = e^{-\tau v \gamma} \frac{\partial f_0}{\partial E} \times \left\{ 1 - (1 - p) \left( 1 - p \exp \left( \frac{W}{\tau v_x} \right) \right)^{-1} \times \exp \left( \frac{W - x}{\tau v_x} \right) \right\}.$$  \hspace{1cm} (27b)

The KI term has intentionally been dropped in the aforementioned equations, and it is taken into account at a later stage, as would be clear from the explanations in the following passages. To take the size effects into account, effective conductivity is extracted. For this purpose, the dc current density [see (28a)] is first calculated from the Boltzmann distribution function given by (27). Then, the average current density is evaluated and is used to find the effective dc conductivity $\sigma_{\text{eff \_dc}}$, which is shown in (28b). Note that, in (28a), the current density is only a function of the $x$-direction and not of $z$, because the electric field is considered constant here. Because, here, we are interested only in the calculation of $\sigma_{\text{eff \_dc}}$, the electric field...
has no actual role to play, and it gets cancelled in (28b); hence, we could also have effectively replaced it by 1. We have

\[
J_{dc}(x) = -\frac{e}{\pi^2s} \int v_f f_1 k \partial k \partial \theta (28a)
\]

\[
\sigma_{eff\_dc} = \frac{1}{W \varepsilon} \int_0^W J(x) \partial x. (28b)
\]

Now, the momentum relaxation time is updated to include the size effects, and we obtain the effective momentum relaxation time \(\tau_{eff}\) as shown in (29a). Finally, the KI term is incorporated, and the effective ac conductivity \(\sigma_{eff}\) is obtained as in (29b)

\[
\tau_{eff} = \frac{\sigma_{eff\_dc}}{\sigma_0}, (29a)
\]

\[
\sigma_{eff} = \frac{\sigma_{eff\_dc}}{1 + i\omega\tau_{eff}}. (29b)
\]

The current density can be expressed as

\[
J(x, z) = \sigma_{eff} \varepsilon(x, z). (30)
\]

The current density distribution within the GR structure can be calculated from (30), starting with an initial guess of electric-field distribution. Then, the self-consistent iteration method described for ASE is followed for the calculation of the impedance.

**High-Frequency Analysis:** The normalized current density distribution plots across the cross section of a \(2 \times 2 \mu m^2\) GR structure are shown in Fig. 10. It is observed that, when only NSE is considered, current density \(J\) is symmetrical about \(x\) and \(z\) (the distribution remains the same if the plot is rotated by 90°) and no visible difference is obtained between \(p = 0\) and \(p = 1\). Meanwhile, in the case of ASE, the contours take on a different shape about \(x\) and \(z\), as well as between \(p = 0\) and \(p = 1\). To explain the aforementioned results, we need to take into account two important effects. First, the skin effect tends to confine the current toward the boundaries. However, near the boundaries \(x = 0\) and \(x = W\) (which are the edges of the GR layers), the edge-scattering effect causes reduction in the current density compared to that at \(z = 0\) and \(z = H\) (which are the bottom and top GR layers, respectively). Hence, we get the asymmetrical distribution in the case of ASE. On the other hand, NSE gives symmetrical contours, because it is obtained using Ohm’s law with an effective conductivity. In addition, between the two edge specularities, \(p = 0\) results in the lowest current density, because it is related to completely diffusive scattering, and this effect can be observed only when ASE is taken into account. Thus, the impact of the edge-scattering effect can only be appreciated when ASE is considered. It can also be noted that NSE leads to higher estimation of current density compared to ASE.

In Fig. 11, the resistance and inductance of the GR structure, considering ASE, is plotted as a function of frequency for both \(p = 0\) and \(p = 1\). Edge specularity is found to have considerable impact on the resistance, whereas its effect on the inductance is found to be almost negligible. Detailed analysis of the effect of edge scattering and ASE is reported in the companion paper [20].

**IV. Conclusion**

An accurate model has been developed in this paper for the extraction of high-frequency impedance of GR interconnects. The methodology presented is generic in the sense that it can be used not only for the evaluation of high-frequency impedance but also for the accurate extraction of low-frequency and dc impedance. Using the Boltzmann equation coupled with the \(E\)-\(k\) relation for graphene, the current density in a GR structure is derived, taking into account the nonlocal values of electric field. Then, the electric field and current density is self consistently calculated using the magnetic vector potential Green’s function approach. It is shown that, to accurately obtain the current density distribution and, consequently, the impedance, ASE should be taken into account. The proposed methodology can be used to analyze the high-frequency effects in multilayered GRs and investigate the important implications for high-frequency applications such as in VLSI interconnects and inductor design, as discussed in the companion paper.

**Appendix A**

Based on (10), (12a), and (13d), we can write for \(p = 0\)

\[
J(x) = -\frac{e^2}{\pi^2s} \times \left\{ \int_0^x dt \int_{v_x > 0} v_x^2 \varepsilon(t) \exp \left( \frac{(1 + i\omega\tau)(x - t)}{\tau v_x} \right) \right. \\
\times \left. \frac{\partial f_0}{\partial E} dk - \int_0^\infty dt \int_{v_x < 0} v_x^2 \varepsilon(t) \exp \left( -\frac{(1 + i\omega\tau)(x - t)}{\tau v_x} \right) \frac{\partial f_0}{\partial E} dk \right\}. (A1)
\]
Let us represent the integral over $k$ for $v_x > 0$ as $I_1$ and that for $v_x < 0$ as $I_2$. Thus, (A1) can be written as

$$J(x) = -\frac{e^2}{\pi^2 L} \left\{ \int_0^\infty dt I_1 - \int_x^\infty dt I_2 \right\}. \tag{A2}$$

Now, using (7b) and (7c), we get

$$I_1 = \int_0^{\pi/2} \int_{-\pi/2}^{\pi/2} \frac{(v_f \sin \theta)^2}{v_f \cos \theta} \varepsilon(t) \cos \theta \exp \left( -\frac{(1+i\omega\tau)(x-t)}{\tau v_f \cos \theta} \right) \frac{\partial f_0}{\partial E} kdkd\theta. \tag{A3}$$

For doped GR, we can write $(\partial f_0/\partial E) \approx -\delta(E - E_f)$, and using (7a), we obtain

$$I_1 = -\frac{2E_f}{h^2 v_f} \int_0^{\pi/2} \frac{(\sin \theta)^2}{\cos \theta} \varepsilon(t) \exp \left( -\frac{(1+i\omega\tau)(x-t)}{\tau v_f \cos \theta} \right) d\theta. \tag{A4}$$

Now, $I_2$ has basically the same form as in $I_1$, except that the $\theta$ integration is from $\pi/2$ to $3\pi/2$. Putting $\theta = \pi - \theta$ and following the aforementioned similar steps for $I_1$, we get

$$I_2 = \frac{2E_f}{h^2 v_f} \int_0^{\pi/2} \frac{(\sin \theta)^2}{\cos \theta} \varepsilon(t) \exp \left( \frac{(1+i\omega\tau)(x-t)}{\tau v_f \cos \theta} \right) d\theta. \tag{A5}$$

Combining (A2), (A4), and (A5), the current density can be expressed as

$$J(x) = \frac{2e^2 E_f}{\pi^2 h^2 v_f s} \int_0^{\pi/2} \frac{(\sin \theta)^2}{\cos \theta} \varepsilon(t) \exp \left( -\frac{(1+i\omega\tau)(x-t)}{\tau v_f \cos \theta} \right) d\theta \tag{A6}$$

which is the same as (14a). Following a similar procedure, the current density for $p = 1$ can also be derived.
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